Introduction

Have you ever imagined using Twitter to help dealing with natural disasters? Today, it is possible. Artificial intelligence combined with social media seems to have no limitations, and I do research in Machine Learning.
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What is Machine Learning?

Machine learning is the subfield of Artificial intelligence that gives computers the ability to learn without being explicitly programmed, as it was defined by Arthur Samuel - the American pioneer in the field of computer gaming and artificial intelligence who was actually born in Emporia, Kansas and attended College of Emporia.
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Examples of Machine Learning Tasks

Any sites that show you relevant content based on your previous queries, like Amazon, Netflix, Facebooks ads, which are personalized and which use information from other sites like Amazon, to show you targeted ads. All of them use Machine learning.

Before I dive any deeper into my research, I’d like to introduce some terminology.

Terminology

Supervised Machine Learning is focused on building predictive models given labeled training data*. (Tennis example)*

instances: The data is usually presented as a table. Each row corresponds to an instance, or example, or observation. For instance, here, each row is a record of some parameters of the weather on a particular day.
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labels: The outcome – whether they play tennis on a particular day given the weather – is what we ultimately want to predict. We call it “label” or class.
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features: Label is a dependent attribute whereas outlook, temperature and others are independent. We can also call them features.
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training data: To train a machine learning model, you need some data. The data that you use to train a model is called training data. The class labels for the instances in the training data are known.
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testing data: the data that is not used in the training stage, and those class labels we need to predict, is called testing data. In practice, to evaluate performance of a model, we split original training data into two parts: for training and testing (since we need ground-truth labels to evaluate performance once the model is trained).
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What is trained? Basically, we try to estimate the weights for the parameters that are used to predict the class label.

Data may come from a variety of sources, for instance, social media networks.

In my research, I use Twitter data, specifically, user-generated tweets about disasters such as floods, hurricanes, terrorist attacks and others, to build specific programs called classifiers that could identify tweets about disasters, and help disaster management teams gather useful information in real time.

Twitter for Disaster Management

Social media have become an integral part of disaster response.

For instance, during and immediately following Hurricane Sandy, users sent more than 20 million Sandy-related Twitter posts, or tweets, despite the loss of cell phone service during the peak of the storm.

Following the Boston Marathon bombings, when the Boston Police Department posted its final "CAPTURED!!!" tweet of the manhunt, more than 140,000 people retweeted it.

Here you can see example of tweets about some of the natural disasters.

Why do we need Machine Learning?
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We cannot program everything, and some tasks are difficult to define algorithmically. For example, it is almost impossible to come up with a non-machine learning algorithm to tell if there is an arbitrary scene contains a bird.
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Speaking about tweets, they are very ambiguous because it is human language. For instance, the hashtag #Matthew might refer to the Hurricane Matthew as well as to the Apostle Matthew.
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So using hashtags to identify relevant context would be extremely noisy.
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Supervised Learning Model Workflow

First, we need to collect the data, and preprocess it, remove noise and unnecessary information. We also need to come up with features that best describe our data. This process is called feature extraction.
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Then, we feed the preprocessed data into the model for training. Once the training stage is over, the model is ready to make predictions on unseen testing data.
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We perform the same steps on unseen data as we did on training data.
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Only now we are not feeding any labels to the model, but instead we ask it to predict the class labels for each of the instances that we feed.

Data Description

The 60,000 tweets (10,000 in each disaster) posted during 6 crisis events in 2012 and 2013 have been labeled by crowdsourcing workers according to relatedness (as on-topic or off-topic).

Here is an example of what original data looks like (just a small sample).
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Data Preprocessing

We remove non-printable characters.

Links, email addresses, and usernames are replaced with a URL/email/username placeholder for each type of entity, respectively, under the assumption that those features could be predictive.

Numbers, punctuation signs and hashtags are kept under the assumption that numbers could be indicative of an address, while punctuation/emoticons and hashtags could be indicative of emotions.

Duplicate tweets and empty tweets (that have no characters left after the cleaning) are removed from the data sets.
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Data Description

As you can see, the number of instances is reduced after preprocessing.
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Supervised Machine Learning Assumption

A supervised model (or classifier) trained on data (training data) from a particular domain (i.e. disaster) is expected to give accurate predictions on unseen data (testing data) from the same domain, assuming that the training and test data have similar characteristics. However, labeled data is not easily available for a current target disaster.

However, labeled data from a prior source disaster is presumably available, and can be used to learn a supervised classifier for the target disaster.

So the idea is to use tweets about previous disasters to train the classifier to identify tweets about a new current on-going disaster for which we don’t have much data right away.

In other words, the classifier trained to identify tweets about “hurricanes” may not perform well identifying tweets about “wildfire”.

The reason for this is because Machine learning is very different from human learning. Humans are able to learn from very few examples and apply the learned knowledge in novel conditions. In contrast, machine learning methods only perform well when given much data.

Unfortunately, the source disaster data and the target disaster data may not share the same characteristics, and the classifier learned from the source may not perform well on the target. Domain adaptation techniques, which use unlabeled target data in addition to labeled source data, can be used to address this problem.

We study single-source and multi-source domain adaptation techniques, using Nave Bayes

classifier.
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Unfortunately, the source disaster data and the target disaster data may not share the same characteristics, and the classifier learned from the source may not perform well on the target. Domain adaptation techniques, which use unlabeled target data in addition to labeled source data, can be used to address this problem.

We study single-source and multi-source domain adaptation techniques, using Nave Bayes

classifier.

Experimental results on Twitter datasets corresponding to six disasters show that domain

adaptation techniques improve the overall performance as compared to basic supervised

learning classifiers.

Domain adaptation is crucial for many machine learning applications, as it enables the

use of unlabeled data in domains where labeled data is not available.
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The idea is to use tweets about previous disasters to train the classifier to identify tweets about a new current on-going disaster for which we don’t have much data right away.

So I have to apply domain adaptation techniques to adapt the classifier trained on one disaster to perform well on another.

Experimental results show that various domain adaptation techniques improve the overall performance of the classifier.

Thus, domain adaptation becomes essential as it enables the classifier perform well on domains where data is limited or unavailable.

And imagine, next time you are posting about a storm coming up, you might be helping save someone’s life!